Abstract

Despite its normative appeal and widespread use, Bayes’ rule has two well-known limitations: first, it does not predict how agents should react to an information to which they assigned probability zero; second, a sizable empirical evidence documents how agents systematically deviate from its prescriptions by overreacting to information to which they assigned a positive but small probability. By replacing Dynamic Consistency with a novel axiom, Dynamic Coherence, we characterize an alternative updating rule that is not subject to these limitations, but at the same time coincides with Bayes’ rule for “normal” events. In particular, we model an agent with a utility function over consequences, a prior over priors $\rho$, and a threshold. In the first period she chooses the prior that maximizes the prior over priors $\rho$ - a’ la maximum likelihood. As new information is revealed: if the chosen prior assigns to this information a probability above the threshold, she follows Bayes’ rule and updates it. Otherwise, she goes back to her prior over priors $\rho$, updates it using Bayes’ rule, and then chooses the new prior that maximizes the updated $\rho$. We also extend our analysis to the case of ambiguity aversion.
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1. Introduction

1.1 Basic Idea and Motivation

One of the most widespread assumptions in economics is that agents update their beliefs using Bayes’ rule. It is easy to see the reasons for this popularity. First of all, it an extremely
intuitive procedure, so intuitive that some people even consider it a feature of rationality. That is, it is normatively very appealing. Moreover, there are many situations in which it provides an accurate description the agents’ reactions to information. That is, it is often also appealing from a positive point of view. And finally, its extremely convenient functional form facilitates its application even in complicated economic models. That is, it is also easy to use.

Despite these advantages, however, Bayes’ rule has two well-known limitations. First, it has no prescription about how should the agent react to an information to which she assigned probability zero – Bayes’ rule is simply not defined in that case. This limitation has well-known consequences: for example, the notion of Bayesian Nash Equilibrium is often criticized (and then refined) since it posits no restrictions on the beliefs of the agents out of equilibrium path – which is an immediate consequence of the fact that Bayes’ rule has no prescription about how should these beliefs be formed. Moreover, even in the cases in which Bayes’ rule does apply, a sizable amount of evidence collected in the past two decades has documented that decision makers systematically depart from its prescriptions. While these departures take many forms, one seems to be of particular relevance: people tend to violate Bayes’ rule when they receive news that they did not foresee, i.e. information to which they originally assigned a positive but small probability: “in violation of Bayes’ rule most people tend to overreact to unexpected and dramatic news events” (De Bondt and Thaler (1985, pg. 804)). This tendency seems to persist even when appropriate incentives are given to the subjects, and also when subjects are experts on the area in which they have to make predictions.

The goal of this paper is to develop axiomatically an alternative updating rule that tries to maintain the elements of appeal of Bayes’ rule, including its simplicity, while reconciling with the two limitations mentioned above. In particular, we model an agent who reacts according to Bayes’ rule when “normal” news is given to her, but who might overreact, and change her prior beyond the bayesian prescriptions, when she receives some information that she “did not expect.” To give an example of the behavior we have in mind, think about an investor who is constructing a portfolio to allocate her wealth. To guide her decision, our investor has a belief over the returns of each possible investment, a belief that could originate from some properly calibrated economic model. As time goes by, our investor receives new information, e.g. from observing the stock market, and revises her belief. In normal times it is reasonable to expect that she revises her belief following Bayes’ rule. But what happens if a big, shocking news is revealed, like a financial crisis? While such crisis might have been considered possible by our investor – in the sense that she might have assigned it a positive probability – it might also have been very unlikely for her – she could have assigned to it a very small probability. How will she react? The point is, in light of this unexpected event our investor might go beyond updating her prior using Bayes’ rule: she might think that she used the wrong prior to begin with, given that it assigned such a small probability to the realized event, and that she should therefore pick a whole new prior based on the new information. The arrival of unexpected news might therefore lead her to a “change of paradigm” that entails a change

of belief beyond Bays’ rule. For example, if she was using an economic model to form her original belief, and this model assigned a small probability to the information that was later revealed, then she might question the validity of this model and look for a new one. In this paper we aim to characterize this behavior.

1.2 Overview of the Results

We consider a standard dynamic Anscombe-Aumann model in which we observe the preferences of the agent before and after she receives some information about the state of the world. The main result of this paper is to provide an axiomatic foundation for what we call the Hypothesis Testing representation. According to this representation, the agent has a utility function \( u \) over consequences, a prior over priors \( \rho \), and a threshold \( \epsilon \) between 0 and 1. In the first period, our agent chooses the prior \( \pi \) that maximizes her prior over priors \( \rho \), and she uses it to to form her preferences as an expected utility maximizer. In our example of the investor, we can see \( \rho \) as a belief over the possible economic models she can use (each of which entails a certain belief over the state of the world), where the agent uses the model that she considers the most likely – in a maximum likelihood fashion. As new information \( i \) is revealed, our agent acts as follows. If the probability that her prior assigned to the information is above the threshold \( \epsilon \), i.e. \( \pi(i) > \epsilon \), then the model is not rejected and she simply updates her prior \( \pi \) using Bayes’ rule, thus acting like a standard agent. If, however, the probability that her belief assigned to the information is below the threshold, i.e. \( \pi(i) \leq \epsilon \), then the model is rejected and our agent: goes back to her prior over priors \( \rho \); updates it using the additional information that she has received; then chooses the prior \( \pi' \) that maximizes her updated prior over priors; using this prior she forms her preferences maximizing the expected utility. That is, if the model is rejected by the data she goes back and picks the new maximum likelihood model, using the updated prior over priors.

The axiomatic foundation of the Hypothesis Testing representation maintains the standard axioms of Bayesian Updating in an Anscombe-Aumann setup, but replaces Dynamic Consistency with a novel axiom, Dynamic Coherence. The basic idea of this axiom is to impose that the agent has a non-circular reaction after every information she receives. In particular, it applies also when the agent violates dynamic consistency, or when the event was assigned probability zero by her original prior. In this sense, Dynamic Coherence is neither stronger nor weaker than Dynamic Consistency: it is not stronger since it allows the agent to act in a dynamically-inconsistent manner, albeit in a regulated way; and it is not weaker than Dynamic Consistency since it restricts the behavior of the agent when she faces an information to which she assigned probability zero – events on which Dynamic Consistency has no bite.

Next, we extend our analysis to the case in which the agent is not a standard expected utility maximizer, but rather is ambiguity averse. We show that if we posit that both before and after the arrival of information the agent’s preferences satisfy the axioms in Gilboa and Schmeidler (1989), together with the same two axioms that we used before, Dynamic Coherence and Consequentialism, then we obtain the following representation. The agent
has a utility function $u$, prior over sets of priors $\rho$ and a threshold $\epsilon$. In the first period the agent chooses the set of priors $\Pi$ that maximizes the prior over sets of priors $\rho$, and evaluates each act by the expected utility computed using the most pessimistic prior in the set (a’ la Gilboa and Schmeidler (1989)). As new information is revealed, two things can happen. If every prior in $\Pi$ assigns to the revealed information a probability above the threshold $\epsilon$, then the agent updates every prior in $\Pi$ with Bayes’ rule, and using this as the new set of priors. Otherwise, she updates the prior over sets of priors $\rho$, and chooses the new set of priors $\Pi'$ that maximizes it. That is, using the same axiom we obtain a representation with a similar intuition also when the agent is ambiguity averse.

1.3 Outline and Related Literature

In the remainder of the introduction we discuss the related literature. Section 2 presents the setup, the axiomatic foundation, the main representation, and the extension to the case of an infinite state space. Section 3 introduces the extensions of the model to the case of ambiguity aversion. Section 4 concludes. The proofs appear in the appendix.

Many generalizations of Bayes’ rule have been proposed in the literature. Among the many (non-axiomatic) behavioral models, see for example the Jeffrey’s rule, Mullainathan (2002), Rabin (2002), Mullainathan, Schwartzstein, and Shleifer (2008), Gennaioli and Shleifer (2009). A common feature of these contributions is that they propose significant generalizations of Bayes’ law; by contrast, we wish to focus on over-reactions to unexpected news, or to null events, while maintaining the elements of appeal of the standard model for other non-unexpected news. Moreover, none of these papers have an axiomatic foundation, which makes it hard to test empirically which of them provides the most accurate description of the behavior.

Within the small axiomatic decision theory literature, Epstein (2006) and Epstein, Noor, and Sandroni (2008) model agents who might be tempted to use a posterior that is different from the Bayesian Updating of their prior: for example, they might be tempted to overweigh or underweight new evidence. (Consequences of this behavior are discussed in Epstein, Noor, and Sandroni (2010).) Both models differ from ours in two aspects. First, they study a setup of preferences over menus, and a central point of their analysis is that the agent is aware of the possible biases she can be subject to in the future. By contrast, we look at a standard dynamic Anscombe-Aumann setup, and such awareness in inessential in our case. Furthermore, they present models that allow for significant departures from the standard Bayesian one, while we wish to confine our departure to addressing the two issues mentioned above. The recent work of Kochov (2009) studies a non-Bayesian reactions in the presence of unforeseen contingencies – agents who fail to properly account for event that will take place in the non-immediate future, a behavior very different from the one we are interested in. Both the lexicographic beliefs of Blume, Brandenburger, and Dekel (1991), and the conditional
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2See also Brav and Heaton (2002) and Brandt et al. (2004) for additional references to the behavioral literature.
probability systems of Myerson (1986a,b) address the issue of beliefs for null events, with important results on the agent’s reaction to them. Neither of these theories, however, seem to extend to non-bayesian reactions to unlikely but non-null events, one of the goals of this paper; furthermore, they are based on preferences that depart from standard expected utility maximization also for the static case – for example in Blume, Brandenburger, and Dekel (1991) preferences are not fully Archimedean. By contrast, we wish to study an agent that is completely standard in the static case, but might have a non-standard reaction to news.

In the game theory literature Foster and Young (2003) present a model in which agents use a procedure similar to ours to learn which strategies are used by their opponents. In particular, just like in our model, their agents “test” whether their current belief is correct, and perform a paradigm change if this hypothesis is rejected. Their analysis, however, is focused on learning in games, and does not apply to the standard framework. Also, it contains no prescription about how a new belief should be chosen if the current one is rejected, while this is an essential component of our findings. Finally, as opposed to what happens in our model, their agents do not act as standard Bayesian agents if an hypothesis is not rejected. In this sense, their model has a similar spirit in terms of when a paradigm change should take place in a game, but is very different in all other aspects.

Finally, in the literature on ambiguity a large attention is devoted to the issue of updating ambiguous beliefs, and since the Bayesian postulates seems problematic in that framework, many generalizations of them have been proposed. These generalizations, however, are aimed at reconciling the standard approach with the presence of ambiguity aversion, and most of them reduce to Bayes’ rule in the case in which the agent is an expected utility maximizer (ambiguity neutrality). By contrast, our main goal is to study violations of Bayes’ rule even in this standard case, and we obtain a model for updating ambiguous beliefs which does not reduce to Bayes’ rule in the case of ambiguity neutrality.

2. The Hypothesis Testing Model

2.1 Setup and foundations

We adopt a standard dynamic version of the Anscombe-Aumann setup. We have a finite (non-empty) set $\Omega$ of states of the world, a $\sigma$-algebra $\Sigma$ over $\Omega$, and a (non-empty) set $X$ of consequences, which is assumed to be a compact subset of a metric space. Let $\Delta(X)$ stand for the set of all Borel probability measures (lotteries) on $X$. Denote by $F$ the set of all simple acts, that is, the set of all finite-valued $\Sigma$-measurable functions $f : \Omega \to \Delta(X)$. With a standard abuse of notation, for any $p \in \Delta(X)$ denote by $p \in F$ the constant act that yields the consequence $p$ at every state $\omega \in \Omega$. For any $A \in \Sigma$, $f, g \in F$, denote by $fAg \in F$ the
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In Section 2.5 we generalize our analysis to the case in which $\Omega$ is infinite.
act that coincides with \( f \) in \( A \) and with \( g \) outside of it, that is, \( fAg(\omega) = f(\omega) \) for every \( \omega \in A \), and \( fAg(\omega) = g(\omega) \) for every \( \omega \in \Omega \backslash A \). For any function \( u : X \to \mathbb{R} \) and \( p \in \Delta(X) \), denote by \( E_p(u) \) the expected value of \( u \) with respect to \( p \). As standard, metrize \( \mathcal{F} \) by the product Prokhorov metric, and define null states as follows.

**Definition 1.** For any preference relation \( \succeq \) on \( \mathcal{F} \), we say that \( B \in \Sigma \) is \( \succeq \)-null if \( fBg \sim g \) for any \( f,g \in \mathcal{F} \).

The primitive of our analysis is a class of non-degenerate preference relations \( \{\succeq_A\}_{A \in \Sigma} \), where by \( \succeq_A \) we understand the preference of the agent after she receives the information \( A \in \Sigma \), while we denote by \( \succeq_\Omega \) the preference at time 0, before the agent receives any information.

We start by imposing two standard postulates.

**A.1 (Well-Behaved Standard Preferences (WbP)).** For any \( A \in \Sigma, f,g \in \mathcal{F} \):

1. (Continuity): the sets \( \{f' \in \mathcal{F} : f' \succeq_A f\} \) and \( \{f' \in \mathcal{F} : f \succeq_A f'\} \) are closed;
2. (Independence): for any \( \alpha \in (0,1) \) and \( h \in \mathcal{F} \)
   \[ f \succeq_A g \iff \alpha f + (1 - \alpha)h \succeq_A \alpha g + (1 - \alpha)h; \]
3. (Monotonicity): if \( f(\omega) \succeq_A g(\omega) \) for all \( \omega \in \Omega \), then \( f \succeq_A g \).
4. (Constant Preference Invariance): for any \( p,q \in \Delta(X) \), \( p \succeq_A q \iff p \succeq q \)

**A.2 (Consequentialism (C)).** For any \( A \in \Sigma, \) and \( f,g \in \mathcal{F} \), if \( f(\omega) = g(\omega) \) for all \( \omega \in A \), then \( f \sim_A g \).

Axiom WbP (Axiom 1) is a collection standard postulates that guarantee that both before and after the arrival of information our agent acts like a standard expected utility maximizer (part (1), (2) and (3)), and that the arrival of information does not affect the agent’s ranking of the consequences in \( \Delta(X) \) (part (4)). Consequentialism (Axiom 2) is another standard postulate that guarantees that the agent “believes” in the information she receives: if she is told that the true state lies inside some \( A \in \Sigma \), then she is indifferent between two acts that differ only outside of \( A \).

We now turn to restrict the way beliefs evolve with information. To this end, the standard postulate is Dynamic Consistency.

**A.3 (Dynamic Consistency (DC)).** For any \( A \in \Sigma, A \) not \( \succeq \)-null, and for any \( f,g \in \mathcal{F} \), we have

\[ f \succeq_A g \iff fAg \succeq g. \]

The basic idea of Dynamic Consistency is that the arrival of some information \( A \in \Sigma \) should not modify the ranking of two acts that coincide outside of \( A \). It is well known that
adding Dynamic consistency to WBp and Consequentialism implies that the agent follows Bayes’ rule. (We refer to Ghirardato (2002) for an in-depth discussion of this standard postulate and its implications.) While appealing, however, Dynamic Consistency has two important limitations. First of all, it disciplines agent’s preferences only if the event \( A \) is not \( \succeq \)-null, that is only if \( A \) is assigned a positive probability to begin with. This implies that any theory that derives from Dynamic Consistency is bound to have no predicting power on the agent’s reaction to events to which she assigns probability zero. Second, as we mentioned in the introduction, a sizable experimental evidence documents systematic violations of Bayes’ rule in general, and of Dynamic Consistency in particular. This seems to be especially true when the revealed information was assigned a small probability. In other words, despite its normative appeal on the one hand Dynamic Consistency seems to be too strong to be accepted as a positive axiom, while on the other hand it seems not strong enough since it doesn’t restrict the agent’s behavior in the case of null events.

To reconcile with the empirical evidence, we then replace Dynamic Consistency with an axiom that allows the agent to behave in a dynamically-inconsistent manner, but that guarantees that she does so in a regulated way. At the same time, we posit this regularity to apply also to the agent’s reaction to null events, so that we can develop a theory that applies to that case as well. The basic idea is that want to rule out the possibility that our agent has a circular reaction to information. We’ll present the idea behind this axiom in two steps.

First, consider two events \( A_1 \) and \( A_2 \) and let us say that if the agent is told that \( A_1 \) occurred, then she is sure that also \( A_2 \) occurred; but were she told that \( A_2 \) occurred, she would also be sure that \( A_1 \) occurred. That is, for each event she is sure that the other one happened as well. Then, we would like to suggest that the informational content of the two events is the same – namely, it is \( A_1 \cap A_2 \), and prescribe that the agent should have the same beliefs after either \( A_1 \) or \( A_2 \). When \( A_1, A_2 \) are non-null, this is clearly implied by Bayes’ rule. At the same time, it could be meaningful also when \( A_1 \) or \( A_2 \) are null since it does not relate to the preferences of the agent before the arrival of information.

We will now strengthen the idea above to rule out cycles in beliefs. Consider three possible events \( A_1, A_2, A_3 \in \Sigma \) such that: after being told that the true state lies in \( A_1 \), then the agent is sure that it also lies in \( A_2 \); if instead she were told that it lies either in \( A_2 \), than she is sure that it lies also in \( A_3 \); but if she is told that it lies in \( A_3 \), then she is sure that is lies in the first event \( A_1 \). That is, being told that the true state is in one event, she thinks it is also in the next one; but were she told that it is in the last one, then she is sure it is also the first. Indeed this would be naturally true if the agent had the same preferences after each of these events, i.e. if \( \succeq_{A_1} = \succeq_{A_2} = \succeq_{A_3} \): if this were the case, then after each of these events she would be sure that the true state lies in \( A_1 \cap A_2 \cap A_3 \), giving us the beliefs described above; in fact, \( A_1 \cap A_2 \cap A_3 \) would be the informational content of each of these events. But, what if this is not the case, i.e. \( \succeq_{A_1} \neq \succeq_{A_2} \neq \succeq_{A_3} \)? Then the agent’s beliefs react to information in a circular manner: beliefs keep changing, but they form a loop, since at the end the agent is sure that the true state lies in the first event. The idea is that we wish to rule out this circularity, for cycles of any length. (Naturally this axioms will be written in terms of preferences: to say that the agent is sure that \( A_2 \) has happen after she is told \( A_1 \), we write that \( (\Omega \setminus A_2) \) is \( \succeq_{A_1} \)-null.)
A.4 (Dynamic Coherence). For any $A_1, \ldots, A_n \in \Sigma$, if $(\Omega \setminus A_{i+1})$ is $\succeq A_i$-null for $i = 1, \ldots, (n-1)$, and $(\Omega \setminus A_1)$ is $\succeq A_n$-null, then $\succeq A_1 = \succeq A_n$.

It is not hard to see that any Bayesian agent would satisfy the axiom above as long as all $A_i$s are non-null. But of course Bayes’ rule is stronger than simply postulating the lack of this circularity – it entails a much stronger form of consistency. At the same time, if some of the $A_i$s are null, a Bayesian agent might violate it. Correspondingly, Dynamic Coherence is neither stronger nor weaker than Dynamic Consistency: while it does allow violations of Dynamic Consistency, albeit regulating them, it also disciplines the reaction to null events, on which Dynamic Consistency has no bite. (Since the two Axioms are not nested, then the representation Theorem in Section 2.3 will analyze also the case in which both hold true at the same time.) Moreover, there is a conceptual difference between Dynamic Coherence and Dynamic Consistency. The latter regulates the agents reaction to information by comparing the preferences after the information with the original ones: but this implies that it cannot restrict the reaction to null events, since the original preferences are “flat” in that case. By contrast, Dynamic Coherence imposes a form of consistency of beliefs across events, which means that it can be posited for all events regardless of the likelihood assigned by the original belief.

2.2 The model

We are now ready to introduce our main representation. For simplicity, let us define a notation for Bayesian Updating. For any $\pi \in \Delta(\Omega)$ and $A \in \Sigma$ such that $\pi(A) \geq 0$, define $\text{BU}(\pi, A) \in \Delta(\Omega)$ (bayesian update of $\pi$ using $A$) as

$$\text{BU}(\pi, A)(B) := \frac{\pi(A \cap B)}{\pi(A)}$$ (1)

for all $B \in \Sigma$. Abusing notation, for any $\rho \in \Delta(\Delta(\Omega))$ and $A \in \Sigma$ such that $\pi(A) > 0$ for some $\pi \in \text{supp}(\rho)$, define also

$$\text{BU}(\rho, A)(\pi) := \frac{\pi(A) \rho(\pi)}{\int_{\Delta(\Omega)} \pi(A) \rho(d\pi)}$$ (2)

for all $\pi \in \Delta(\Omega)$.

**Definition 2.** A class of preferences relations $\{\succeq_A\}_{A \in \Sigma}$ admits an **Hypothesis Testing Representation** if there exists a continuous function $u : X \to \mathbb{R}$, a prior $\rho \in \Delta(\Delta(\Omega))$ with finite support, and $\epsilon \in [0, 1)$ such that for any $A \in \Sigma$ there exist $\pi_A \in \Delta(\Omega)$ such that:

1. for any $f, g \in \mathcal{F}$
   $$f \succeq_A g \iff \sum_{\omega \in \Omega} \pi_A(\omega) E_f(\omega)(u) \geq \sum_{\omega \in \Omega} \pi_A(\omega) E_g(\omega)(u);$$
2. \( \{\pi_{\Omega}\} = \arg \max_{\pi \in \Delta(\Omega)} \rho(\pi) \);
3. 
\[
\pi_A = \begin{cases} 
BU(\pi_{\Omega}, A) & \text{if } \pi_{\Omega}(A) > \epsilon \\
BU(\pi^*_A, A) & \text{otherwise}
\end{cases}
\]
where \( \{\pi^*_A\} = \arg \max_{\pi \in \Delta(\Omega)} BU(\rho, A)(\pi) \);
4. for any \( A \in \Sigma \) there exist \( \pi \in \text{supp}(\rho) \) such that \( \pi(A) > 0 \).

In an Hypothesis testing representation the agent has a utility function, a prior over priors \( \rho \), and a threshold \( \epsilon \). In the first period she chooses the prior \( \pi \) that maximizes the prior over priors \( \rho \). She behaves as if she were choosing which “theory” to use to forecast the states of the world: given a certain belief \( \rho \) over the possible theories, she picks the most likely one – in a maximum likelihood fashion. As new information \( A \) is revealed, two things can happen. If the prior she was using assigned to this event a probability above the threshold, i.e. \( \pi(A) > \epsilon \), then our agent “keeps” her prior, and simply updates it with Bayes’ rule. That is, if the information is not unexpected, then we are in the “business as usual” situation, and our agent behaves like a standard Bayesian one. If, however, she is given an information that she did not expect, that is, if the likelihood that her prior assigned to that information is below the threshold, i.e. \( \pi(A) \leq \epsilon \), then our agent revises her prior. It is as if she thought: “If the prior I am using did not forecast what happened, then, maybe, it is the wrong prior!” From this point of view, our agent acts as if she were “testing” her prior and “rejecting” the hypothesis that it is correct if it falls below the threshold, as if it were a confidence level – hence the name of the model. And how does she choose a new prior? She updates her prior over priors using Bayes’ rule; then she chooses the prior that maximizes the updated prior over priors; and finally she uses this prior until a new information is revealed.

The decision rule that we have just described in words, however, might leave some room to indeterminacy: what would happen if there is more than one prior that maximizes the updated prior over priors? Which one is chosen? To avoid this indeterminacy, in an Hypothesis Testing model \( \rho \) is constructed in such a way that the argmax of the updated prior over priors is always unique. We should emphasize that this condition is much more than a technical detail: rather, it is an essential condition for an Hypothesis Testing model to have any empirical content. Put another way: any agent who maximizes expected utility in every period could be described by an Hypothesis Testing model without this condition, no matter how her beliefs are formed. To see why, consider any such agent and construct \( \rho \) as the uniform distribution over all possible priors. Then, notice that after every information \( A \), the prior that the agent uses after \( A \) must belong to the argmax of the updated \( \rho \), since it must give probability one to \( A \): this means that we can represent this behavior with an Hypothesis Testing representation with \( \epsilon = 1 \) but without the uniqueness requirement.

Just like Dynamic Coherence is neither stronger nor weaker than Dynamic Consistency, an Hypothesis Testing representation is neither more general nor more restrictive than the standard Bayesian model. To see why, notice that if \( \epsilon = 0 \), then our agent behaves exactly like a standard Bayesian agent whenever Bayes’ rule applies; but her behavior is disciplined
also when Bayes’ rule does not apply (null events), thus extending the predictive power of
the theory to all possible events and making this model a special case of the Bayesian one.
On the other hand, when \( \epsilon > 0 \) the Hypothesis Testing representation allows non-bayesian
reactions to non-null events. In this sense, the Hypothesis Testing representation generalizes
the Bayesian approach to allow for that over-reaction to unexpected news that has been
documented empirically.\(^5\)

Since there could be multiple values of \( \epsilon \) that represent the same preferences (see the next
section), we focus on the representations with the smallest possible values of \( \epsilon \).

**Definition 3.** An Hypothesis Testing Representation \((u, \rho, \epsilon)\) is **minimal** if there is no
\( \epsilon' \in [0, 1) \) such that \( \epsilon' < \epsilon \) and \((u, \rho, \epsilon')\) is an Hypothesis Testing Representation of the same
preferences.

**2.3 Representation Theorem**

**Theorem 1.** A class of preference relations \( \{\succeq_A\}_{A \in \Sigma} \) satisfies WbP, Consequentialism, and
Dynamic Coherence if and only if it admits a minimal Hypothesis Testing Representation
\((u, \rho, \epsilon)\).
Moreover, \( \epsilon = 0 \) if and only if \( \{\succeq_A\}_{A \in \Sigma} \) satisfies also Dynamic Consistency.

Theorem 1 shows that by replacing Dynamic Consistency with Dynamic Coherence we
obtain exactly the Hypothesis Testing Representation. Moreover, it shows that Dynamic
Consistency and Dynamic Coherence together guarantee that our agent behaves like a stan-
dard Bayesian agent whenever Bayes’ rule applies, but reconsider which prior to use whenever
she faces an information to which she assigned probability zero.

We now turn to discuss the uniqueness properties of an Hypothesis Testing Represen-
tation. It is standard practice to show that the utility function is unique up to a positive
affine transformation. The threshold \( \epsilon \) is unique, but only thanks to our focus on minimal
representations: in general there might be a continuum of values of \( \epsilon \) that would work.\(^6\)As
for the prior over priors \( \rho \), it turns out that it is not unique, and that even its support is
not unique. There are essentially three reasons why this is the case. (To avoid confusion
we address the elements of the support of \( \rho \) as “models.”) First, we can always add to the
support of \( \rho \) an additional model with a likelihood so low that it will never be used. That
is, we can always add “redundant” models leaving the behavior unaffected. Second, even
if we removed these redundant ones, we are bound to identify models only after the events

\(^5\)More precisely, if \( \epsilon = 0 \) then the Hypothesis Testing model is a special case of the Bayesian one. The
converse is true if there are no null events. This means that if both conditions hold then the two models
coincide.

\(^6\)To see why, call \( a \) the likelihood of the least likely event that does not trigger a violation of Bayes’ rule,
and call \( b \) the likelihood of the most likely event that does trigger a violation of Bayes’ rule. Then, we must
have \( b < a \), and any \( \epsilon \in [b, a) \) would work. The reason is, our space of events might not be “dense” in this
sense, and therefore the threshold \( \epsilon \) is not uniquely identified.
that trigger the agent to use them, and therefore we have no control over what these models prescribe outside of these events. For the same reason, moreover, there might be multiple ways to combine these models, making not unique also the cardinality of the support of \( \rho \).

2.4 Discussion: the Hypothesis Testing model as a form of bounded rationality

One characteristic of the Hypothesis Testing model is that agents forms beliefs in a non-standard way even in the first period, before any information is revealed. In fact, we can think of the agent as if she had in mind a set of “conceivable” priors (the support of \( \rho \), which she can rank in terms of plausibility (forming \( \rho \)), of which, however, she uses only one, the most likely one – a’ la maximum likelihood. The other priors in the support of \( \rho \), albeit “conceivable,” are in fact not used to make decisions unless some unexpected news is revealed. This is in contrast to the behavior prescribed by the standard Bayesian approach, according to which if the agent has a prior over priors, she should choose as a belief its expectation, not its maximizer. That is, she should consider all conceivable priors and weight them appropriately, instead of using only the most likely one. While these two approaches are behaviorally indistinguishable in a static case, since all we can see is the belief that is used and not where it comes from, it is the analysis of the dynamic case that allow us to set them apart. In particular, it is by observing violations of Dynamic Consistency that we can infer how has the agent formed her beliefs in the first place.

While seemingly irrational, we consider the use of only a subset of all possible theories as rather realistic. To see why, let us go back to our original example of the investor. When she chooses a portfolio, our investor could indeed considers all possible economic and statistical models that she can come up with, assign to them a relative likelihood, estimate them all, look at their predictions, and finally come up with a belief which is the weighted average of the predictions of all of these models. This is a behavior prescribed by the standard way even in the first period, before any information is revealed. In fact, we can think of the agent as if she had in mind a set of “conceivable” priors (the support of \( \rho \)), of which, however, she uses only one, the most likely one – a’ la maximum likelihood. The other priors in the support of \( \rho \), albeit “conceivable,” are in fact not used to make decisions unless some unexpected news is revealed. This suggests that our agent might have two layers of belief, what is conceivable but not used, and what is actually used. The idea of multiple layers of beliefs is explored also in Blume, Brandenburger, and Dekel (1991), who consider the lexicographic probabilities. As we mentioned before, however, their model studies the reactions to null-events by allowing non-standard (non-archimedean) preferences in the static case. By contrast, our model has standard preferences on the static case but non-standard dynamics, and moreover allows for non-standard reactions to events that are not null but simply low probability.
approach. Alternatively, our agent could choose just a subset of these models, the ones that she consider the most likely, estimate only these, and then use as a belief the weighted average of the predictions of only this selected subset of models.\textsuperscript{11} She would then consider alternative models only if some unexpected news is revealed. We consider the latter behavior more realistic.

This leaves us with the question of why should the agent adopt this behavior, since by restricting her attention to a specific subset of models she could end up with inaccurate predictions. There are at least four reasons why this could be the case. First, it could be a rational reaction to a form of bounded rationality/costly thinking/cost of considering models. In fact, if estimating a model is costly, as in most cases it is, then our agent has an incentive to be parsimonious in the number of models she considers.\textsuperscript{12} Such cost could also be psychological: agents might not like to be reminded that they have a limited knowledge of the reality, and that they do not even know which model to use, and might therefore prefer to focus on a single one as if it were true – a tendency highly emphasized in the psychology literature. Second, it could be seen simply as another instance of the standard behavioral bias that leads the agents to disregard low probability events.\textsuperscript{13} Third, this behavior could stem for a preference for simplicity: considering only a few models is simpler, and the agent might prefer it in an Occam’s Razor sense. Finally, it turns out that considering such simpler theories might actually be optimal even if there were no cost of considering models or other additional costs. In fact, Gilboa and Samuelson (2008) show that considering complex theories might induce people to overfit the data and engage in ineffective learning, generating worse predictions. By contrast, simpler theories do not have this problems, and might lead to optimal behavior. We refer to their work for an detailed analysis.

2.5 Extension: Infinite State Space

Theorem 1 shows the existence of an Hypothesis Testing representation under the assumption that the state space $\Omega$ is finite. We now turn to study the more general case in which $\Omega$ could be infinite, and show that the same axioms that we used before are equivalent to the existence of a very similar representation. There are, however, a few differences. The main one is the following. If $\Omega$ is finite, when the agent receives an information to which she assigns a probability below the threshold $\epsilon$, she chooses the prior that maximizes the updated prior over priors $\rho$. As we have discussed, her behavior is well defined since $\rho$ is constructed in such a way to guarantee that this maximizer is always unique. This might be no longer possible when $\Omega$ is infinite, and therefore our agent will have to be endowed with a decision rule that allows her to choose between multiple maximizers. Specifically, for a generic $\Omega$ our agent has a linear order $\triangleright$ over the priors such that, if there is more then one maximizer, she chooses...
among them using $\triangleright$. Moreover, this linear order $\triangleright$ and the likelihood over priors $\rho$ will be coherent: for any $\pi, \pi' \in \Delta(\Delta(\Omega))$, if $\pi \triangleright \pi'$ then $\rho(\pi) \geq \rho(\pi')$.

Besides this change, there are two more differences of a more technical nature. First, as usual when we have an infinite state space, we obtain a representation with probability charges instead of probability measures. (A probability charge is a probability measure that only needs to be finitely additive but not necessarily countably additive.\footnote{Whether countable additivity is a desirable property in the context of subjective probabilities is an issue that dates back to de Finetti and Savage. (See de Finetti (1931, 1970), Savage (1954).) Since we find it restrictive, because for example it rules out the possibility that the agent has a uniform prior over the natural numbers, here we focus only on probability charges. At the same time, we can obtain a similar theorem with probability distributions by adding the additional requirement that every preference in the class $\{\succeq_A \}_{A \in \Sigma}$ satisfies also an additional property, Arrow’s Monotone Continuity. (See Chateauneuf, Maccheroni, Marinacci, and Tallon (2005) for more.)} For any state space $\Omega$ and $\sigma$-algebra $\Sigma$, denote by $\Delta^F(\Sigma)$ the set of probability charges on $\Sigma$.) Second, let us go back to (2), the updating rule for the prior over priors. Notice that when $\Omega$ is infinite, then also $\Delta^F(\Sigma)$ is infinite, which means that for any non-simple $\rho \in \Delta(\Delta^F(\Sigma))$ we will have $\rho(\pi) = 0$ for all $\pi$: but this makes (2) meaningless, since there is no point in “updating zeros.” In fact, for non-simple priors it is customary in Bayesian statistics to express updating rules using the density of the probability measure. We will therefore modify (2) along these lines. There are, however, two caveats. First, it is not obvious what do we mean by a density of a prior over priors, since there is no obvious reference measure on $\Delta^F(\Sigma)$ that we should use to define it.\footnote{That is, while the density of some $\pi \in \Delta(\mathbb{R})$ is of course the Radon-Nikodym derivative w.r.t. the Lebesgue measure $\lambda$, there is no obvious reference measure to use to define densities on, for example, $\Delta(\Delta(\mathbb{R}))$. (See Ghosh and Ramamoorthi (2003, Ch. 2) for some discussion.)} Second, we might be in a situation in which there is no non-zero density that can express the relative likelihood in the mind of the agent. (As we know, this is connected with the previous issue of countable additivity). For example, consider the case of an agent who consider equally likely every prior in $\Delta(\mathbb{R})$: it is not hard to see that whatever reference measure we use on $\Delta(\mathbb{R})$, there is no non-zero density on $\Delta(\mathbb{R})$ that can express this belief. For this reasons, to express the relative likelihood of events we will simply use a function $\rho : \Delta^F(\Sigma) \rightarrow [0, 1]$ such that $\rho(\pi) > 0$ for some $\pi \in \Delta^F(\Sigma)$. This $\rho$ will play the role of a density in our analysis by representing the relative likelihood of priors:\footnote{This means that, if the prior over prior had a density, then we could simply use it and our approach would coincide with standard the Bayesian updating of densities.} before receiving any information our agent chooses the prior that maximizes $\rho$; and if information $A$ was assigned a probability below the threshold, she would pick the prior that maximizes the “updated” $\rho$, i.e. $\rho(\pi)\pi(A)$.

For simplicity let us add the following notation. For any linear order $\triangleright$ on a set $Y$, and for any $A \subseteq Y$, define
\[
\max_{\triangleright} A := \{ x \in A : x \triangleright y \ \forall y \in A \}.
\]
This is the set of elements of $A$ that maximize the linear order $\triangleright$.

\textbf{Definition 4.} A class of preferences relations $\{\succeq_A\}_{A \in \Sigma}$ admits an Extended Hypothesis Testing Representation if there exists a continuous function $u : X \rightarrow \mathbb{R}$, a function
\[ \rho : \Delta^F(\Sigma) \to [0,1], \text{ a linear order } \triangleright \text{ over } \Delta^F(\Sigma), \text{ and } \epsilon \in [0,1], \text{ such that for any } A \in \Sigma \text{ there exist } \pi_A \in \Delta^F(\Sigma) \text{ such that:} \]

1. for any \( f, g \in \mathcal{F} \)
   \[ f \succeq_A g \iff \int_{\Omega} E_f(u)d\pi_A \geq \int_{\Omega} E_g(u)d\pi_A; \]
2. \( \{\pi_\Omega\} = \max_{\triangleright} \arg \max_{\pi \in \Delta^F(\Sigma)} \rho(\pi); \)
3. \( \pi_A = \begin{cases} 
\text{BU}(\pi_\Omega, A) & \text{if } \pi_\Omega(A) > \epsilon \\
\text{BU}(\pi^*_A, A) & \text{otherwise}
\end{cases} \)
   where \( \{\pi^*_A\} = \max_{\triangleright} \arg \max_{\pi \in \Delta^F(\Sigma)} \rho(\pi)\pi(A); \)
4. for any \( A \in \Sigma \) there exist \( \pi \in \Delta^F(\Sigma) \) such that \( \rho(\pi) > 0 \) and \( \pi(A) > 0; \)
5. for any \( \pi, \pi' \in \Delta^F(\Sigma), \text{ if } \pi \triangleright \pi' \text{ then } \rho(\pi) \geq \rho(\pi'); \)

**Definition 5.** An Extended Hypothesis Testing Representation \((u, \rho, \triangleright, \epsilon)\) is **minimal** if there is no \( \epsilon' \in [0,1) \) such that \( \epsilon' < \epsilon \) and \((u, \rho, \triangleright, \epsilon')\) is an Hypothesis Testing Representation of the same preferences.

Finally, the representation theorem.\(^{17}\)

**Theorem 2.** For any state space \( \Omega \), a class of preference relations \( \{\succeq_A\}_{A \in \Sigma} \) satisfies WbP, Consequentialism, and Dynamic Coherence if and only if it admits a minimal Extended Hypothesis Testing Representation \((u, \rho, \triangleright, \epsilon)\).
Moreover, \( \epsilon = 0 \) if and only if \( \{\succeq_A\}_{A \in \Sigma} \) satisfies also Dynamic Consistency.

Theorem 2 shows that the same axioms that we used when \( \Omega \) is finite are necessary and sufficient for the existence of an Extended Hypothesis Testing representation for any \( \Omega \).

3. The Hypothesis-Testing model with ambiguity aversion

Our analysis thus far was carried out under the assumption that in every period, and after every information, the decision maker behaves like a standard expected utility maximizer with a well-formed (and unique) prior over the states of the world. This is an immediate consequence of axiom WbP (Axiom 1) which includes independence. Since the Ellsberg paradox, however, it is well known that independence is often violated, and agents do not behave like standard expected utility maximizers with a single prior over the states of the world. Rather, they are shown to be ambiguity averse: instead of using expected utility, they dislike betting on outcomes that depend on the realization of unknown states of the world,\(^{17}\)

\(^{17}\)We should point out that the proof of Theorem 2 relies on the Szpilrajn Extension Theorem and therefore implicitly requires the Axiom of Choice.
and have a preference for hedging. This seems all the more problematic in our analysis since
the instances in which we should expect a violation of the Bayesian model are also the ones
in which we should expect ambiguity aversion. The goal of this section is to show that we can
find an appropriate extension of our result also for the case in which the agent is ambiguity
averse, by means of the same axiom, Dynamic Coherence.

As we mentioned in the introduction, the issue of updating beliefs under ambiguity has
been studied by an extensive literature. Almost all of these works, however, have focused
on the complicated interaction between ambiguity aversion and Bayesian updating, without
questioning the updating procedure in the first place. In particular, most of these model
reduce to the case of Bayes’ rule if the agent is ambiguity neutral (expected utility maximizer).
By contrast, in Section 2 we have suggested an alternative to Bayesian updating in the case of
ambiguity neutrality, and we now wish to do the same in the case of ambiguity aversion. For
simplicity, we carry out this analysis in the same setup as Theorem 1, that is when the state
space Ω is finite. (An extension analogous to the one in Section 2.5 can be done following
almost identical passages.)

3.1 Foundations with Ambiguity Aversion

In what follows we model ambiguity aversion using the well-known model of Gilboa and
Schmeidler (1989). In particular, we replace standard Independence with their’s C-independence
and Ambiguity Aversion axioms, and obtain WbP-AA (Axiom 5) to replace WbP (Axiom
1). We refer to Gilboa and Schmeidler (1989) for a more detailed discussion.

A.5 (Well-Behaved Standard Preferences with Ambiguity Aversion (Wbp-AA)).

For any $A \in \Sigma$, $f, g, h \in \mathcal{F}$:

1. (Continuity): the sets $\{f' \in \mathcal{F} : f' \succeq_A f\}$ and $\{f' \in \mathcal{F} : f \succeq_A f'\}$ are closed;

2. (C-Independence): for any $\alpha \in (0, 1)$, $x \in \Delta(X)$
   
   $f \succeq_A g \iff \alpha f + (1 - \alpha)x \succeq_A \alpha g + (1 - \alpha)x$;

3. (Uncertainty Aversion) for any $\alpha \in (0, 1)$, if $f \sim_A g$ then $\alpha f + (1 - \alpha)g \succeq_A f$.

4. (Monotonicity): if $f(\omega) \succeq_A g(\omega)$ for all $\omega \in \Omega$, then $f \succeq_A g$.

5. (Constant Preference Invariance): for any $B \in \Sigma$, $p, q \in \Delta(X)$, $p \succeq_A q \iff p \succeq_B q$

It is well-known that WbP-AA (Axiom 5) guarantees that both before and after receiving
every information the agent has a closed and convex set of prior beliefs over the states of the
world (instead of a unique prior), and judges every act by the expected utility computed with
the most pessimistic prior for that act. (Again, we refer to Gilboa and Schmeidler (1989) for
a discussion on the properties of this representation.)

While we replace WbP (Axiom 1) with WbP-AA above (Axiom 5), we posit that Con-
sequentialism and Dynamic Coherence hold as before – with the same intuition. This is in
contrast with what happens with Dynamic Consistency, since it is well known that when agents are ambiguity averse, especially a la Gilboa and Schmeidler (1989), Dynamic Consistency might be too strong of a requirement. For example, consider an agents who updates her set of priors by updating each prior using Bayes’ rule: Epstein and Schneider (2003) show that such agent might violate Dynamic Consistency. In fact, Ghirardato et al. (2008) show that this model is equivalent to the agent satisfying a weakening of Dynamic Consistency, in which this axiom applies only to a subset of the original preference relation, which they call the “unambiguously preferred” relation. In particular, following the analysis in Ghirardato et al. (2004) and Ghirardato et al. (2008), for any $A \in \Sigma$ define the preference relation $\succeq^*_A$ as follows:

$$f \succeq^*_A g \quad \text{if} \quad \lambda f + (1 - \lambda)h \succeq_A \lambda g + (1 - \lambda)h$$

for all $\lambda \in [0,1]$ and all $h \in \mathcal{F}$. (It is not hard to see that $\succeq^*_A$ is the largest restriction of $\succeq_A$ that satisfy independence, and we clearly have $\succeq^*_A = \succeq_A$ if the latter satisfies independence.) Correspondingly, we can also define the set of unambiguously non-null events.

**Definition 6.** An event $A \in \Sigma$ is $\succeq$-unambiguously non-null if for all $p, q \in \Delta(X)$ we have that $\{z \in X : xAy \succeq^* z\} \supset \{z \in X : y \succeq^* z\}$.

(The idea is that an event is unambiguously non-null if betting on $A$ is unambiguously better than getting the loss payoff $y$ for sure. See Ghirardato et al. (2008) for more discussion.) The idea of the axiom is to impose a dynamically consistent behavior on this restricted preference and on unambiguously non-null events.

**A.6 (Restricted Dynamic Consistency (RDC)).** For any $A \in \Sigma$, $A \succeq$-unambiguously non-null, and for any $f, g \in \mathcal{F}$, we have

$$f \succeq^*_A g \iff fAg \succeq^* g.$$ 

We refer to Ghirardato et al. (2008) for further discussion. Notice that if every preference satisfies independence (Axiom 1), then Restricted Dynamic Consistency (Axiom 6) is clearly equivalent to standard Dynamic Consistency (Axiom 3).

3.2 The representation with Ambiguity Aversion

In the case of ambiguity aversion modeled a la Gilboa and Schmeidler (1989) the agent has not one, but a set of priors. As she receives new information this set of priors will be modified: a natural extension of the standard Bayesian approach to this case is the model in which the

---

18In particular, they show that the agent satisfies Dynamic Consistency if and only if the set of priors they use in the first period satisfies a property called *rectangularity.*

19Moreover, it turns out that if there are no null events, then under WbP and Consequentialism we have that Dynamic Coherence is weaker than Restricted Dynamic Consistency. (This is an immediate consequence of Theorem 3 below.)
agent reacts to this new information by updating using Bayes’ rule each of the priors in her set of priors. Just like in the first part of the paper we started from the Bayesian model and defined the Hypothesis Testing one, in our analysis here we start from this generalization to extend the Hypothesis Testing model to the case of ambiguity aversion. The idea of this generalization is that our agent has a prior over sets of priors, and picks the set of priors that maximizes it. Then, she tests this set of prior using a threshold: if it passes the test, she updates every prior in the set using Bayes’ rule. Otherwise, she updates her prior over sets of priors, and chooses the new set that maximizes it.

For simplicity, we introduce a notation for the extension of the notion of Bayesian Updating to updating sets of priors and a prior over sets of priors. By $\mathcal{C}$ denote the set of closed and convex subsets of $\Delta(\Omega)$. For any $\Pi \subseteq \mathcal{C}$ and $A \in \Sigma$ such that $\pi(A) > 0$ for all $\pi \in \Pi$, define $BU(\Pi, A)$ as

$$BU(\Pi, A) := \{BU(\pi, A) : \pi \in \Pi\}.$$ 

Moreover, for any $\rho \in \Delta(\mathcal{C})$ and $A \in \Sigma$ such that for some $\Pi \in \text{supp}(\rho)$ we have $\pi(A) > 0$ for all $\pi \in \Pi$, define $\overline{BU}(\rho, A)$ as

$$\overline{BU}(\rho, A)(\Pi) := \min_{\pi \in \Pi} \pi(A) \rho(\Pi) \int_{\mathcal{C}} \min_{\pi \in \Pi} \pi(A) \rho(d\Pi).$$

**Definition 7.** A class of preferences relations $\{\succeq_A\}_{A \in \Sigma}$ admits an **Hypothesis Testing Representation with Ambiguity Aversion** if there exists a continuous function $u : X \to \mathbb{R}$, a prior $\rho \in \Delta(\mathcal{C})$ with finite support, and $\epsilon \in [0, 1]$ such that for any $A \in \Sigma$ there exist $\Pi_A \in \mathcal{C}$ such that:

1. for any $f, g \in \mathcal{F}$
   $$f \succeq_A g \iff \min_{\pi \in \Pi_A} \sum_{\omega \in \Omega} \pi(\omega) E_f(\omega)(u) \geq \min_{\pi \in \Pi_A} \sum_{\omega \in \Omega} \pi(\omega) E_g(\omega)(u);$$

2. $\{\Pi_{\Omega}\} = \arg \max_{\Pi \in \mathcal{C}} \rho(\Pi)$;

3. $\Pi_A = \begin{cases} 
BU(\Pi_{\Omega}, A) & \text{if } \pi(A) > \epsilon \text{ for all } \pi \in \Pi_{\Omega} \\
\overline{BU}(\Pi_A^*, A) & \text{otherwise}
\end{cases}$

where $\{\Pi_A^*\} = \arg \max_{\Pi \in \mathcal{C}} \overline{BU}(\rho, A)(\Pi)$;

4. for any $A \in \Sigma$ there exist $\Pi \in \text{supp}(\rho)$ such that $\pi(A) > 0$ for all $\pi \in \Pi$.

**Definition 8.** An Hypothesis Testing Representation with Ambiguity Aversion $(u, \rho, \epsilon)$ is **minimal** if there is no $\epsilon' \in [0, 1)$ such that $\epsilon' < \epsilon$ and $(u, \rho, \epsilon')$ is an Hypothesis Testing Representation with Ambiguity Aversion of the same preferences.

Finally, the representation theorem.
**Theorem 3.** A class of preference relations \(\preceq_A\) satisfies Wbp-AA, Consequentialism, and Dynamic Coherence if and only if it admits a minimal Hypothesis Testing Representation with Ambiguity Aversion \((u, \rho, \epsilon)\). Moreover, \(\epsilon = 0\) if and only if \(\preceq_A\) satisfies also Restricted Dynamic Consistency.

Theorem 3 shows that the same postulates that we have imposed for the standard expected utility case, Dynamic Coherence and Consequentialism, gives us the desired representation also for the case in which agents are ambiguity averse a’ la Gilboa and Schmeidler (1989). Moreover, when Restricted Dynamic Consistency is satisfied as well, we obtain a representation in which the agent updates the set of prior using Bayes’ rule if she faces an event to which every prior in her set assigns positive probability; otherwise, she picks a new set of priors by maximizing the updated prior over sets of priors.

4. Conclusion

In this paper we have developed axiomatically an alternative to the standard Bayesian model. We study an agent who behaves like a standard Bayesian when she receives an information that is not “unexpected,” i.e. to which she assigned a probability above a threshold. If this is not the case, however, instead of following Bayes’ rule an agent reconsiders her prior by updating a prior over priors and picks the most likely one after the update. We have also discussed an extensions of the model to the case in which the preferences are ambiguity averse.

Appendix: Proofs

**Proof of Theorem 1**

[**Sufficiency of the Axioms**] Given Axiom 1, it is standard practice to show that for any \(A \in \Sigma\), there exist \(u_A : X \to \mathbb{R}\), \(\pi_A \in \Delta(X)\) such that for any \(f, g \in \mathcal{F}\)

\[
f \succeq_A g \iff \sum_{\omega \in \Omega} \pi_A(\omega) E_{f(\omega)}(u_A) \geq \sum_{\omega \in \Omega} \pi_A(\omega) E_{g(\omega)}(u_A),
\]

where \(\pi_A\) is unique and \(u_A\) is unique up to a positive affine transformation. It is also standard practice to show that Axiom 1.(4) implies that, for any \(A \in \Sigma\), all \(u_A\) are positive affine transformations of \(u_\Omega\), which means that we can assume \(u_\Omega = u_A\) for all \(A \in \Sigma\). Define \(u : X \to \mathbb{R}\) as \(u = u_\Omega\) and \(\pi = \pi_\Omega\).

**Claim 1.** For any \(A, B \in \Sigma\), \(A \supseteq B\), if \((\Omega \setminus B)\) is \(\succeq_A\)-null, then \(\succeq_A = \succeq_B\).

**Proof.** Consider \(A, B \in \Sigma\), \(A \supseteq B\) such that \((\Omega \setminus B)\) is \(\succeq_A\)-null. Notice that since \(A = A \cup B\), then \((\Omega \setminus B)\) is \(\succeq_{A \cup B}\)-null. At the same time, since \((\Omega \setminus A)\) is \(\succeq_{A \cup B}\)-null by Axiom 2. But then, Axiom 4 implies \(\succeq_A = \succeq_B\) as sought.

**Claim 2.** For any \(A, B \in \Sigma\), if \(\pi_A(B) = 1 = \pi_B(A)\), then \(\pi_A = \pi_B\).

\[\]
Proof. Consider any \(A, B \in \Sigma\) such that \(\pi_A(B) = 1 = \pi_B(A)\). Notice that by construction of \(\pi_A\) and \(\pi_B\) we must have \(\pi_A(A \cap B) = 1 = \pi_B(A \cap B)\). But then, by Claim 1 we must have \(\pi_A = \pi_{A \cap B} = \pi_B\) as sought. \(\square\)

Define now the set \(\mathcal{K} \subseteq \Sigma\) as follows:

\[
\mathcal{K} := \{A \in \Sigma : A \geq -\text{null}\} \cup \{A \in \Sigma : \exists f, g \in \mathcal{F} \text{ s.t. } f \geq_A g \text{ and } g \succ fAg, \text{ or } f \succ_A g \text{ and } g \geq fAg\}.
\]

These are the events after which either Dynamic Consistency does not apply (null-events), or after which it does. To see why, consider any \(A \in \Sigma\) such that \(\pi(A) = 0\). This implies that \((\Omega \setminus A)\) is \(\geq\)-null. But then, \(\geq_{A} = \geq_{\Omega}\) by Claim 1, hence \(A \notin \mathcal{K}\). This implies that max\(\{\pi(B) : B \in \mathcal{K}\} < 1\), hence \(\epsilon \in [0, 1)\).

Consider now \(A \in \Sigma \setminus \mathcal{K}\) (notice that this set includes all \(A \in \Sigma\) such that \(\pi(A) > \epsilon\), by construction of \(\epsilon\)).

**Claim 3.** For any \(f, g, h \in \mathcal{F}\), \(A \in \Sigma \setminus \mathcal{K}\) we have

\[
f \geq_{I_{A}, A} g \iff fAh \geq_{I_{A}} gAh
\]

Proof. Consider \(f, g, h \in \mathcal{F}\), and \(A \in \Sigma \setminus \mathcal{K}\). By construction of \(\mathcal{K}\), for any \(r, s \in \mathcal{F}\) we have \(rAs \geq s\) iff \(r \geq_{A} s\). Notice now that by Axiom 2 we have \(fAh \sim_{A} f\) and \(gAh \sim_{A} g\). This implies \(f \geq_{A} g\) iff \(fAh \geq_{A} gAh\). Define \(f' := fAh\) and \(g' := gAh\). Notice that we have \(fAh \geq_{A} gAh\) iff \(f' \geq_{A} g'\) iff \(f'Ah \geq_{I_{A}} g'\) iff \(f'Ah \geq_{I_{A}} gAh\) (where the last passages use the fact that \(\pi(A) > \epsilon\)). \(\square\)

**Claim 4.** For any \(A \in \Sigma \setminus \mathcal{K}\), \(\pi_A(B) = \frac{\pi(A \cup B)}{\pi(A)} = BU(\pi, A)\).

Proof. Now first of all that for any \(A \in \Sigma \setminus \mathcal{K}\) we must have \(\pi(A) > 0\), because any \(A\) which is \(\geq\)-null belongs to \(\mathcal{K}\). We then have that for any \(f, g \in \mathcal{F}\)

\[
f \geq_{A} g \iff fAh \geq gAh
\]

\[
\iff \sum_{\omega \in A} \pi(\omega) E_{f(\omega)}(u) + \sum_{\omega \in \Omega \setminus A} \pi(\omega) E_{g(\omega)}(u) \geq \sum_{\omega \in A} \pi(\omega) E_{f(\omega)}(u) + \sum_{\omega \in \Omega \setminus A} \pi(\omega) E_{g(\omega)}(u)
\]

\[
\iff \sum_{\omega \in A} \pi(\omega) E_{f(\omega)}(u) \geq \sum_{\omega \in A} \pi(\omega) E_{g(\omega)}(u) \geq \frac{1}{\pi(A)} \sum_{\omega \in A} \pi(\omega) E_{g(\omega)}(u)
\]

Since \(\pi_A\) is unique, this proves that for any \(A \in \Sigma \setminus \mathcal{K}\), \(\pi_A(B) = \frac{\pi(A \cup B)}{\pi(A)} = BU(\pi, A)\) as sought. In particular, this is also true for any \(A \in \Sigma\) such that \(\pi(A) > \epsilon\). \(\square\)

Define now the set \(\mathcal{X}^*\) as follows.

\[
\mathcal{X}^* := \{A \in \Sigma : \pi_A(B) \geq \pi_\Omega(A) \text{ for some } B \in \mathcal{X}\}.
\]

Notice that we must have \(\mathcal{X}^* = \{A \in \Sigma : \pi(A) \leq \epsilon\}\) by construction of \(\epsilon\). This is the set of events such that there exist an event in \(\mathcal{X}\) that is more likely than some of them. Define now the sets \(H := \mathcal{X}^* \cup \{\Omega\}\) and \(M := \{\pi_m \in \Delta(\Omega) : m \in \mathcal{X}^* \cup \{\Omega\}\}\).

**Claim 5.** The following holds for no \(A, B, C, D \in \mathcal{X}^* \cup \{\Omega\}\): \(\pi_A = \pi_B, \pi_C = \pi_D, \pi_C(A) = 1, \pi_A(C) < 1, \pi_B(D) = 1\) and \(\pi_D(B) < 1\).
Define now the binary relation $\triangleright$ on $M$ as
\[
\pi_m \triangleright \pi_{m'} \iff \pi_m(m) = 1 \text{ and } \pi_m(m') < 1.
\]

Notice that $\triangleright$ is well defined by Claim 5, and it is also irreflexive for the same reason.

**Claim 6.** Consider $\pi_1, \ldots, \pi_n \in M$ such that $\pi_1 \triangleright \cdots \triangleright \pi_n$. Then, there exist $A_1, \ldots, A_n \in \mathcal{X}^*$ such that $\pi_i = \pi_{A_i}, \pi_{A_{i+1}}(A_i) = 1$ and $\pi_{A_i}(A_{i+1}) < 1$ for $i = 1, \ldots, (n-1)$.

**Proof.** For simplicity for focus on the case in which $n = 3$: it is trivial to show that the proof extends to the general case. Consider $\pi_1, \pi_2, \pi_3 \in M$ such that $\pi_1 \triangleright \pi_2 \triangleright \pi_3$. By construction of $\triangleright$ we know that there exist $A_1, A_2, A_3 \in \mathcal{X}^*$ such that $\pi_1 = \pi_{A_1}, \pi_2 = \pi_{A_2} = \pi_{A_2'}, \pi_3 = \pi_{A_3}$ and $\pi_{A_1}(A_2) = 1$, $\pi_{A_1}(A_2) < 1$, $\pi_{A_2}(A_2') = 1$, $\pi_{A_2'}(A_3) < 1$. Since $\pi_{A_2} = \pi_{A_2'}$, we must also have $\pi_{A_1}(A_2') = 1$. If we can prove that we also have $\pi_{A_1}(A_2') < 1$, then we are done. Say, by contradiction, that $\pi_{A_1}(A_2') = 1$. But then, since $\pi_{A_1}(A_2') < 1$, by Claim 2 we have $\pi_{A_1} = \pi_{A_2'}$, hence $\pi_1 = \pi_2$, which contradicts the fact that $\triangleright$ is irreflexive. \qed

**Claim 7.** $\triangleright$ is acyclic.

**Proof.** By means of contradiction consider $\pi_1, \ldots, \pi_n \in M$ such that $\pi_1 \triangleright \ldots \triangleright \pi_n \triangleright \pi_1$. By Claim 6 there exist $A_1, \ldots, A_n \in \mathcal{X}^*$ such that $\pi_i = \pi_{A_i}, \pi_{A_{i+1}}(A_i) = 1$ and $\pi_{A_i}(A_{i+1}) < 1$ for $i = 1, \ldots, (n-1)$, and $\pi_{A_1}(A_n) = 1$ and $\pi_{A_n}(A_1) < 1$. Since $\triangleright$ is irreflexive notice that we must have that $\pi_{A_i} \neq \pi_{A_{i+1}}$ for $i = 1, \ldots, (n-1)$, and $\pi_{A_1} \neq \pi_{A_n}$. But this contradicts Axiom 4. \qed

Define $\gamma_\ast := \max\{\pi_{A}(B): A, B \in \mathcal{X}^*, \pi_{A}(B) < 1\}$ if $\{\pi_{A}(B): A, B \in \mathcal{X}^*, \pi_{A}(B) < 1\} \neq \emptyset$, $\gamma_\ast = 0$ otherwise. (Notice that $\gamma_\ast$ is well defined since $M$ is finite.) If $\gamma_\ast > 0$, define $\delta := \frac{1}{\lvert M \rvert} \frac{1}{\gamma_\ast}$; otherwise, if $\gamma_\ast = 0$, define $\delta = 1$. (Since $\gamma_\ast \in [0, 1)$, we must have $\delta > 0$.) Notice also that since $M$ is finite and $\triangleright$ is acyclic. Consider now the transitive closure of $\triangleright$ and call it $\triangleright’$. Since $\triangleright$ is irreflexive and antisymmetric, so must $\triangleright’$. To see why, say, by contradiction, that we have $A, B \in M$ such that $A \triangleright B \triangleright A$. Then, by definition of transitive closure, there must exist $m_1, \ldots, m_{m+n-1} \in M$ such that $A \triangleright m_1 \triangleright \cdots \triangleright m_n \triangleright B$ and $B \triangleright m_{n+1} \triangleright \cdots \triangleright m_{m+n-1} \triangleright A$. But this violates the acyclicity of $\triangleright’$.

Since $M$ is finite, enumerate it and construct the function $f$ as follows. Set $f(m_1) = 0$. Consider $m_n$. Assign to $f(m_n)$ any value such that: for all $i < n, f(m_n) \neq f(m_i)$; $f(m_n) > f(m_i)$ if $m_n \triangleright m_i$; and $f(m_n) < f(m_i)$ if $m_i \triangleright m_n$. To see why this is always possible, notice that for all $m_n, m_i, m_j$, with $n \geq i, j$, if we have $m_n \triangleright m_i$ and $m_j \triangleright m_n$, then we must also have that $m_j \triangleright m_i$ since $\triangleright$ is transitive, which implies that we must also have $f(m_j) > f(m_i)$. Thus $f$ is well defined. Normalize now the function $f$ so that it has a range in $(0, \delta]$ and call it $v$. Notice that we must have that $\pi \triangleright \pi’$ implies $v(\pi) > v(\pi’)$, and such that $v(\pi) \neq v(\pi’)$ for all $\pi, \pi’ \in M$.

Construct now $\rho \in \Delta(\Delta(M))$ as
\[
\rho(\pi) := \frac{v(\pi) + \frac{1}{\lvert M \rvert}}{\sum_{m \in M} (v(\pi) + \frac{1}{\lvert M \rvert})},
\]
for all $\pi \in M$, $\rho(\pi) = 0$ otherwise.

We now turn to show that $M$ and $\rho$ that we just constructed are the ones that we are looking for.

**Claim 8.** $\{\pi_\Omega\} = \arg \max_{\pi \in \Delta(M)} \rho(\pi)$.
Proof. Say, by means of contradiction that there exist \( \pi \in \Delta(\Omega) \) such that \( \pi \neq \pi_A \) and \( \rho(\pi) \geq \rho(\pi_A) \). For this to be possible we must have \( \rho(\pi) > 0 \), which in turns implies that \( \pi = \pi_m \) for some \( m \in H \). Say first that we have that \( \pi_{\Omega}(m) = 1 \) for all \( m \in H \) such that \( \pi_m = \pi \). Then, since we also have that \( \pi_m(\Omega) = 1 \) for all \( m \in H \) such that \( \pi_m = \pi \), then Claim 2 would imply \( \pi = \pi_{\Omega} \), a contradiction. This means that we must have \( \pi_{\Omega}(m) < 1 \) for some \( m \in H \) such that \( \pi_m = \pi \). Also, notice that we must have \( \pi_m(\Omega) = 1 \) (by definition), which implies that we have \( \pi_{\Omega} \succ \pi_m \). But then we must have \( v(\pi_{\Omega}) > v(\pi) \) by construction of \( v \), which in turns implies that we must have \( \rho(\pi_{\Omega}) > \rho(\pi) \), a contradiction. \( \square \)

Notice now that for any \( A \in \Sigma \), given the definition of \( \epsilon \), the agent will behave as prescribed in the representation if \( \pi(A) > \epsilon \). We now turn to analyze the events with probability below the threshold.

**Claim 9.** For any \( A \in H \), if \( \pi \in \arg \max \limits_{m \in M} BU(\rho, A) \), then \( \pi(A) = 1 \).

**Proof.** Consider \( A \in H \) and say by means of contradiction that there exist \( \pi \in \arg \max \limits_{m \in M} BU(\rho|A) \) such that \( \pi(A) < 1 \). This means that we must have \( \pi(A)|\rho(\pi) \geq \pi(A)|\rho(\pi_A) \). Notice that since \( A \in H \), by construction we must have \( \pi_A(A) = 1 \), which implies that we must have \( \pi(A)|\rho(\pi) \geq \rho(\pi_A) \). By construction of \( \rho \) this is possible only if \( \pi \in M \) and

\[
(v(\pi) + \frac{1}{|M|})\pi_A \geq v(\pi_A) + \frac{1}{|M|}.
\]

Notice that by construction \( v(\pi_A) > 0 \). Moreover, since \( \pi(A)|\rho(\pi) \geq \pi_A(A)|\rho(\pi_A) \), it must be that \( \pi(A) > 0 \), hence \( \gamma^* > 0 \). Therefore, by definition of \( \gamma^* \), we have \( \pi_A \leq \gamma^* \). This implies

\[
(v(\pi) + \frac{1}{|M|})\gamma^* \geq 1 \Rightarrow v(\pi) \geq \frac{1}{|M|} \frac{1 - \gamma^*}{\gamma^*}.
\]

But since \( v \) has range \((0, \frac{1}{|M|} \frac{1 - \gamma^*}{\gamma^*})\), this is a contradiction. \( \square \)

**Claim 10.** For any \( A \in H \) we have \( \{\pi_A\} = \arg \max \limits_{m \in M} BU(\rho, A) \).

**Proof.** Consider \( A \in H \) and say, by means of contradiction, that we have \( \pi \in \arg \max \limits_{m \in M} BU(\rho|A) \) for some \( \pi \neq \pi_A \). This means that we have \( \pi(A)|\rho(\pi) \geq \pi_A(A)|\rho(\pi_A) \). By Claim 9 we know that we must have \( \pi(A) = 1 \) and since \( \pi_A(A) = 1 \), then this means that we must have \( \rho(\pi) \geq \rho(\pi_A) \). For this to be possible we must have \( \pi \in M \), which implies that there exists \( B \in H \cup \{\Omega\} \) such that \( \pi_B = \pi \). Now, if we have \( \pi_A(B) = 1 \), then since \( \pi_B(A) = \pi(A) = 1 \), by Claim 2 we have \( \pi = \pi_A \), a contradiction. Therefore, we must have \( \pi_A(B) < 1 \). Then, we must have \( \pi_A \succ \pi_B = \pi \), which implies \( v(\pi_A) > v(\pi_B) \), hence \( \rho(\pi_A) > \rho(\pi) \), a contradiction. \( \square \)

Claim 10 proves the representation. Notice also that point (4) of the representation is trivially true by our construction of \( \rho \). We have therefore found an Hypothesis Testing Representation \((u, \rho, \epsilon)\). Notice that by the definition of \( \epsilon \), \( u, \rho, \epsilon \) is also a minimal representation.

**[Necessity of the Axioms]** The proof the necessity of Axiom 1 (WbP) and Axiom 2 is immediate from the representation. We are left with Axiom 4. Say by means of contradiction that there exist \( A_1, \ldots, A_n \in \Sigma \) such that \( \succeq_{A_1} \neq \succeq_{A_n} \), \((\Omega \setminus A_1)\) is \( \succeq_{A_1} \)-null for \( i = 1, \ldots, (n-1) \), and \((\Omega \setminus A_1)\) is \( \succeq_{A_1} \)-null. Consider first the case in which \( \pi(A_i) > \epsilon \) for \( i = 1, \ldots, n \). By the representation, this means that we must have \( \pi_{A_1} = BU(\pi, A_i) \) for \( i = 1, \ldots, n \). But since \((\Omega \setminus A_1)\) is \( \succeq_{A_1} \)-null for \( i = 1, \ldots, (n-1) \), hence \( \pi_{A_1}(A_1 \setminus A_{i+1}) = 0 \), then by construction of \( BU \) we must have \( \pi(A_1 \setminus A_{i+1}) = 0 \) for \( i = 1, \ldots, n \). For the same reason we must also have \( \pi(A_n \setminus A_1) = 0 \). But then we must have that \( \pi(\cap_{i=1}^n A_i) = \pi(\cup_{i=1}^n A_i) \), and so, by definition of \( BU \), we must have \( \pi_{A_1} = \pi_{A_n} \), hence \( \succeq_{A_1} \succeq_{A_n} \), a contradiction.

Consider now the more general case in which there exist some \( i \) such that \( \pi(A_i) > \epsilon \). Say without loss of generality that we have \( \pi(A_1) > \epsilon \). By the representation it must be \( \pi_{A_1} = BU(\pi, A_1) \). At the same time
we have $\pi_{A_i}(A_1 \setminus A_2) = 0$, and by definition of $BU$ this means that we have $\pi(A_1) = \pi(A_1 \cup A_2)$. But then, $\pi(A_2) \geq \pi(A_1)$, so $\pi(A_2) > \epsilon$. Proceed like this to prove that we must have $\pi(A_i) > \epsilon$ for $i = 1, \ldots, n$. But we have already shown that this leads to a contradiction.

We are left with the case in which $\pi(A_i) \leq \epsilon$ for $i = 1, \ldots, n$. By construction we must have that $BU(\pi_{A_i}, A_i)(A_{i+1}) = 1$ for $i = 1, \ldots, n$ and $BU(\pi_{A_n}, A_n)(A_1) = 1$. This implies $\pi_{A_i}(A_{i+1}) \geq \pi_{A_i}(A_i)$ for $i = 1, \ldots, n-1$ and $\pi_{A_n}(A_1) \geq \pi_{A_n}(A_n)$. Now, notice that since $\pi_{A_i}$ is the unique element in $\arg\max_{\pi \in \Delta(\Omega)} BU(\rho, A_i)(\pi)$ for $i = 1, \ldots, n$, then we must have that for all $i, j$, $\rho(\pi_{A_i}) \pi_{A_i}(A_i) > \rho(\pi_{A_j}) \pi_{A_j}(A_i)$ if $\pi_{A_i} \neq \pi_{A_j}$. This, together with the fact that $\pi_{A_i}(A_{i+1}) \geq \pi_{A_i}(A_i)$ for $i = 1, \ldots, n-1$ and $\pi_{A_n}(A_1) \geq \pi_{A_n}(A_n)$, implies that $\rho(\pi_{A_i}) \pi_{A_i}(A_{i+1}) \geq \rho(\pi_{A_i}) \pi_{A_i}(A_i)$, where the inequality is strict if $\pi_{A_i} \neq \pi_{A_j}$. Hence for $i = 1, \ldots, (n-1)$, $\rho(\pi_{A_i}) \geq \rho(\pi_{A_{i+1}})$, where the inequality is strict if $\pi_{A_i} \neq \pi_{A_{i+1}}$, and $\rho(\pi_{A_n}) \geq \rho(\pi_{A_n})$, where the inequality is strict if $\pi_{A_i} \neq \pi_{A_n}$. But then we have $\rho(\pi_{A_i}) \geq \rho(\pi_{A_i}) \geq \pi_{A_i} \pi_{A_n}(A_n)$, and so none of these inequalities can be strict, hence $\pi_{A_i} = \pi_{A_n}$ for $i = 1, \ldots, n$. But then, $BU(\pi_{A_i}, A_i)(A_{i+1}) = 1$ for $i = 1, \ldots, n-1$, and $BU(\pi_{A_i}, A_n)(A_1) = 1$, which means $\pi_{A_i}(A_{i+1}) = 0$ for $i = 1, \ldots, n-1$, and $\pi_{A_n}(A_1) = 0$. This means $\pi_{A_i}(\cup_{i=1}^n A_i) = \pi_{A_n}(\cup_{i=1}^n A_i)$. But this implies that $BU(\pi_{A_i}, A_n) = BU(\pi_{A_i}, A_1)$, hence $\pi_{A_i} = \pi_{A_n}$ and $\geq_{A_i} = \geq_{A_n}$, a contradiction.

[$\epsilon = 0$ iff Dynamic Consistency] Notice first of all that if $\epsilon = 0$, then the agent updates her prior using Bayes’ rule every time she is told that a non-null event has occurred, which it is well known to imply that Dynamic Consistency is satisfied. Consider now the case in which the $\{\geq_{A_i}\}_{A_i \in \Sigma}$ satisfies Dynamic Consistency. Let us say, by means of contradiction, that we have a minimal Hypothesis Testing representation $(u, \rho, \epsilon)$ of $\{\geq_{A_i}\}_{A_i \in \Sigma}$ in which $\epsilon \neq 0$. Since $\{\geq_{A_i}\}_{A_i \in \Sigma}$ satisfies Dynamic Consistency, however, then $(u, \rho, 0)$ must also represent it, contradicting the minimality of $(u, \rho, \epsilon)$.

Proof of Theorem 2

To prove the sufficiency of the axioms we follow similar steps as in the proof of the sufficiency of the axioms in Theorem 1. (For brevity we highlight only the difference between the two proofs.) In particular, define $u$, $\pi_A$ for all $A \in \Sigma$, $\mathcal{K}'$ and $\mathcal{X}'$. (Notice that for each $A \in \Sigma$, here $\pi_A$ will belong to $\Delta^\infty(\Sigma)$ and not necessarily to $\Delta(\Omega)$.) Define now $\mathcal{K}'^*$ as follows.

$$\mathcal{K}'^* := \{ A \in \Sigma : \exists (\pi_A) \in (\mathcal{K}'^*)^\infty \text{ such that } \pi(A_\Omega) \rightarrow \pi(A) \}.$$ 

Define $\epsilon := \sup (\pi(A) \text{ if } \mathcal{K}' \neq \emptyset \text{ (hence } \mathcal{K}'^* \neq \emptyset), \epsilon = 0 \text{ if } \mathcal{K}' = \emptyset)$. Proceed following the steps of the proof of Theorem 1 simply using $\hat{K}'$ and $\Delta^\infty(\Sigma)$ whenever we used $\mathcal{K}'$ and $\Delta(\Omega)$, therefore defining $H := \mathcal{K}'^* \cup \{\Omega\}$ and $M := \{m \in \Delta^\infty(\Sigma) : m \in \mathcal{K}'^* \cup \{\Omega\}\}$, until the point in which we define $\hat{\triangleright}'$ as the transitive closure of the binary relation $\triangleright$. Notice that here as well we would have that the acyclicity of $\triangleright'$ implies that $\triangleright'$ must be antisymmetric, which implies that $\triangleright'$ is a strict partial order. By means of the Szpilrajn Extension Theorem we know that there exist a linear order on $M$ that completes $\hat{\triangleright}'$ and hence $\triangleright$. (See, for example, Rothmaler (2000, p. 88).) Call this linear order $\triangleright$. Extend now $\triangleright$ to a linear order $\triangleright$ on $\Delta^\infty(\Sigma)$ in any way that guarantees that for any $\pi, \pi' \in \Delta^\infty(\Sigma)$, if $\pi \in M$ and $\pi' \notin M$, we have $\pi \triangleright \pi'$. (The existence of this extension is trivial.) Define now $\rho : \Delta^\infty(\Sigma) \rightarrow \mathbb{R}$ as $\rho(\pi) = 1$ for all $\pi \in M$, and $\rho(\pi) = 0$ otherwise.

We now prove that $(u, \rho, \triangleright, \epsilon)$ is an Extended Hypothesis Testing representation. Notice first of all that we must have that $\pi_A \in \arg\max_{\pi \in \Delta(\Omega)} \rho(\pi) \pi(A)$: this is trivially true since $\rho$ is uniform and $\pi_A(\Omega) = 1$. For the same reason we also have that if $\pi \in \arg\max_{\pi \in \Delta(\Omega)} \rho(\pi) \pi(A)$, then $\pi(A) = 1$. Finally, condition (5) is trivially true since $\rho$ is uniform. We are left with the following claim.

**Claim 11.** For all $A \in \Sigma$, $\{\pi_A\} = \max_{\pi \in \Delta(\Sigma)} \max_{\pi \in \Delta(\Sigma)} \rho(\pi) \pi(A)$.

**Proof.** Consider any $\pi \in \arg\max_{\pi \in \Delta(\Sigma)} \rho(\pi) \pi(A)$. Since $\rho(\pi_A) = 1$, and $\rho(\pi) = 1$ iff $\pi \in M$, then we must have that $\pi = \pi_B$ for some $B \in \mathcal{K}' \cup \{\Omega\}$. At the same time, we must also have that $\pi_B(A) = 1$. If we
also had \( \pi_A(B) = 1 \), then by Claim 2 in the proof of Theorem 1 (which applies here as well) we would have \( \pi_A = \pi_B \). If, instead, \( \pi_B(A) < 1 \), then we have \( \pi_A \succ \pi_B \), hence \( \pi_A \succ \pi_B \). This proves the claim. \( \Box \)

The minimality follows trivially. Finally, the proof of the necessity of the axioms is then identical to the one of the proof of Theorem 1, and the same holds true for the proof that \( \epsilon = 0 \) if and only if the preference satisfies also Dynamic Consistency. \( \Box \).

**Proof of Theorem 3**

[Sufficiency of the Axioms] We proceed in a similar way to how we proceeded for the proof of Theorem 1. Given Axioms 5, from Gilboa and Schmeidler (1989) we know that for any \( A \in \Sigma \), there exist \( u_A : X \to \mathbb{R} \), \( \Pi_A \subseteq \Delta(\Omega) \), II convex and compact, such that for any \( f, g \in \mathcal{F} \)

\[
    f \succeq_A g \iff \min_{\pi \in \Pi_A} \sum_{\omega \in A} \pi(\omega)\mathbb{E}_{f(\omega)}(u) \geq \min_{\pi \in \Pi_A} \sum_{\omega \in A} \pi(\omega)\mathbb{E}_{g(\omega)}(u)
\]

(A.2)

where \( \Pi_A \) is unique and \( u_A \) is unique up to a positive affine transformation. It is also standard practice to show that Axiom 5(iii) implies that, for any \( A \in \Sigma \), all \( u_A \) are positive affine transformations of \( u_\Omega \), which means that we can assume \( u_\Omega = u_A \) for all \( A \in \Sigma \). Define \( u : X \to \mathbb{R} \) as \( u = u_\Omega \) and \( \pi = \pi_\Omega \). Moreover, notice that for any \( A, B \in \Sigma \) \( A \) is \( \geq_B \)-null if and only if \( \pi(A) = 0 \) for all \( \pi \in \Pi_B \).

Notice that Claims 1 holds true here as well. Moreover, notice the following claim (which parallels Claim 2 in the proof of Theorem 1).

**Claim 12.** For any \( A, B \in \Sigma \), if \( \pi_A(B) = 1 = \pi_B(A) \) for all \( \pi_A \in \Pi_A \) and \( \pi_B \in \Pi_B \), then \( \Pi_A = \Pi_B \).

**Proof.** Consider any \( A, B \in \Sigma \) such that \( \pi_A(B) = 1 = \pi_B(A) \) for all \( \pi_A \in \Pi_A \) and \( \pi_B \in \Pi_B \). Notice that by construction of \( \Pi_A \) and \( \Pi_B \) we must have \( \pi_A(A \cap B) = 1 = \pi_B(A \cap B) \) for all \( \pi_A \in \Pi_A \) and \( \pi_B \in \Pi_B \). Hence \( (\Omega \setminus (A \cap B)) \) is both \( \geq_A \)-null and \( \geq_B \)-null. But then, by Claim 1 we must have \( \Pi_A = \Pi_{A \cap B} = \Pi_B \) as sought. \( \Box \)

Define now the set \( \mathcal{X}_{AA} \subseteq \Sigma \) as \( \mathcal{X}_{AA} := \{ A \in \Sigma : A \text{ is not } \geq \text{-unambiguously non-null} \} \cup \{ A \in \Sigma : \exists f, g \in \mathcal{F} \text{ s.t. } f \geq_A g \text{ and } g \succ_A f_Ag \text{ or } f \succ_A g \text{ and } g \geq_A f_Ag \} \). These are the events after which either Reduced Dynamic Consistency (Axiom 6) does not apply (not unambiguously non-null events), or after which it is violated. Define \( \epsilon \) as \( \epsilon := \max_{A \in \mathcal{X}_{AA} + \in \Omega} \max_A \pi(A) \) if \( \mathcal{X}_{AA} \neq \emptyset \), \( \epsilon = 0 \) if \( \mathcal{X}_{AA} = \emptyset \). (This is well defined since \( \Omega \) is finite.)

Consider now \( A \in \Sigma \setminus \mathcal{X}_{AA} \) (notice that this set includes all \( A \in \Sigma \) such that \( \pi(A) > \epsilon \) for all \( \pi \in \Omega \), by construction of \( \epsilon \)).

**Claim 13.** For any \( A \in \Sigma \setminus \mathcal{X}_{AA} \), \( f, g, h \in \mathcal{F} \), we have

\[
    f \succeq_A g \iff fAh \succeq_D gAh
\]

**Proof.** Consider \( f, g, h \in \mathcal{F} \), \( A \in \Sigma \setminus \mathcal{X}_{AA} \). Notice first of all that by Axiom 2 we have \( fAh \sim_A f \) and \( gAh \sim_A g \). This implies that we have \( f \geq_A g \iff fAh \geq_D gAh \). Define \( f' := fAh \) and \( g' := gAh \). Notice that we have \( fAh \geq_A gAh \iff f' \geq_A g' \iff (\text{since } A \notin \mathcal{X}_{AA}) f'A \geq_A g' \iff fAh \geq_D gAh \), as sought. \( \Box \)

Finally, from Ghirardato, Maccheroni, and Marinacci (2004) we know that for any \( A \in \Sigma \), \( \geq_A \) satisfies monotonicity, continuity and independence, and it can be represented by

\[
    f \succeq_A g \iff \sum_{\omega \in \Omega} \pi(\omega)\mathbb{E}_{f(\omega)}(u) \geq \sum_{\omega \in \Omega} \pi(\omega)\mathbb{E}_{g(\omega)}(u) \quad \forall \pi \in \Pi_A
\]
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where $\Pi_A$ is a compact and convex subset of $\Delta(\Omega)$, it is the same as the one in Equation A.2, and it is unique.\footnote{See Ghirardato, Maccheroni, and Marinacci (2004). In Section 5.1 they discuss how their Theorem 14 implies that the set of priors found by the representation of $\succeq^*$ using their Theorem 11 must coincide with the one found with a representation of $\succeq$ a la Gilboa and Schmeidler (1989).} This means that for any $A \in \Sigma$ such that $\pi(A) > \epsilon$ for all $\pi \in \Pi_\Omega$ (which also means $\pi(A) > 0$ for all $\pi \in \Pi_\Omega$) we have

$$f \succeq_A g \iff fAh \succeq_\Omega gAh$$

$$\iff \sum_{\omega \in A} \pi(\omega)E_f(\omega)(u) + \sum_{\omega \in \Omega \setminus A} \pi(\omega)E_f(\omega)(u) \geq \sum_{\omega \in A} \pi(\omega)E_g(\omega)(u) + \sum_{\omega \in \Omega \setminus A} \pi(\omega)E_g(\omega)(u) \quad \forall \pi \in \Pi_\Omega$$

$$\iff \sum_{\omega \in A} \pi(\omega)E_f(\omega)(u) \geq \sum_{\omega \in A} \pi(\omega)E_g(\omega)(u) \quad \forall \pi \in \Pi_\Omega$$

$$\iff \frac{1}{\pi(A)} \sum_{\omega \in A} \pi(\omega)E_f(\omega)(u) \geq \frac{1}{\pi(A)} \sum_{\omega \in A} \pi(\omega)E_g(\omega)(u) \quad \forall \pi \in \Pi_\Omega$$

Since $\Pi_A$ is unique, this proves that for any $A \in \Sigma$ such that $\pi(A) > \epsilon$ for all $\pi \in \Pi_\Omega$, then $\Pi_A(B) = BU(\Pi_\Omega, A)$.

Define now the set $\mathcal{X}_A^*$ as follows.

$$\mathcal{X}_A^* := \{A \in \Sigma : \pi(A) \leq \epsilon \text{ for some } \pi \in \Pi_\Omega\}.$$  

Define the sets $H_{AA} := \mathcal{X}_A^* \cup \{\Omega\}$ and $M_{AA} := \{\pi_m \in \Delta(\Omega) : m \in \mathcal{X}_A^* \cup \{\Pi_\Omega\}\}$.

We can now proceed replicating exactly the steps in the proof of Theorem 1 and prove the claims that parallel Claims 5, 6, and 7, with the following modifications: we use sets of priors $\Pi_m$ instead of priors $\pi_m$; whenever we have $\pi_m(A) = 1$ replace it with $\pi(A) = 1$ for all $\pi \in \Pi_m$; replace the conditions $\pi(A) \leq \epsilon$ with the corresponding condition $\pi(A) \leq \epsilon$ for some $\pi \in \Pi_\Omega$; use the set $\mathcal{X}_A^*, H_{AA}, M_{AA}$ instead of $\mathcal{X}^*, H, M$. In particular, construct the preference $\succ$ on $M_{AA}$.

Define $\gamma_A := \max \{\min_{\pi \in \Pi_A} \pi(B) : A, B \in \mathcal{X}_A^*, \pi(B) < 1 \text{ for some } \pi \in \Pi_A\}$. (Notice that $\gamma_A$ is well defined since $M$ is finite.) If $\gamma_A > 0$, define $\delta := \frac{1}{M} \frac{1}{1 - \gamma_A}$; otherwise, if $\gamma_A = 0$, define $\delta = 1$. (Since we must have $\gamma_A \in [0, 1)$, then $\delta > 0$.) Proceed like in the proof of Theorem 1 in constructing constructing the transitive closure of $\succ$ of $\succ$, and the function $f$ and $v$ on $M_{AA}$, and construct $\rho \in \Delta(\mathcal{E})$ as

$$\rho(\Pi) := \frac{v(\Pi)}{\sum_{\pi \in M} (v(\Pi) + \frac{1}{M})}.$$  

for all $\Pi \in M$, $\rho(\Pi) := 0$ otherwise. Finally, we need to prove that $M_{AA}$ and $\rho$ that we just constructed are the ones that we are looking for. But it’s easy to replicate the passages in the proof of Claims 8, 9, 10 in the proof of Theorem 1 (once again whenever we have $\pi_m(A) = 1$ we need to replace it with $\pi(A) = 1$ for all $\pi \in \Pi_m$, and use $M_{AA}, v,$ and $\rho$ as constructed here). Condition (4) will also be trivially true here as well by construction, since for any event $A \in \mathcal{X}_A^*$ we construct $\Pi \in \text{supp}(\rho)$ such that each $\pi(A) > 0$ for all $\pi \in \Pi$. 

\textbf{Necessity of the Axioms} Axiom 1 and Axiom 2 are immediate. We are left with Axiom 4. Consider $A_1, \ldots, A_n \in \Sigma$ such that $\succeq_{A_i, \ldots, A_n} \Omega \setminus A_{i+1}$ is $\succeq_{A_i}$-null for $i = 1, \ldots, (n-1)$, and $(\Omega \setminus A_i)$ is $\succeq_{A_i}$-null. Consider first the case in which $\pi_{A_i}(A) > \epsilon$ for all $\pi \in \Pi$, for all $i = 1, \ldots, n$. Since $\Omega \setminus A_{i+1}$ is $\succeq_{A_i}$-null for $i = 1, \ldots, (n-1)$, then it must be that $\pi(A_i \setminus A_{i+1}) = 0$ for all $\pi \in \Pi_{A_i}$, for $i = 1, \ldots, (n-1)$, and $\pi(A_n \setminus A_1) = 0$ for all $\pi \in \Pi_{A_n}$. Notice that by the representation it must be that $\Pi_{A_i} = BU(\Pi_{\Omega}, A_i)$ for $i = 1, \ldots, n$. But then, for all $\pi \in \Pi_\Omega$ we have $\pi(A_i \setminus A_{i+1}) = 0$ for $i = 1, \ldots, (n-1)$, and $\pi(A_1 \setminus A_n) = 0$. Hence $\pi(\cup_{i=1}^n A_i) = \pi(\cap_{i=1}^n A_i)$ for all $\pi \in \Pi_\Omega$, and so $BU(\Pi_\Omega, \cap_{i=1}^n A_i) = BU(\Pi_{\Omega}, A_j)$ for $j = 1, \ldots, n$. But
Consider now the more general case in which there exist some $i$ such that $\pi(A_i) > \epsilon$ for all $\pi \in \Pi_Q$. Say without loss of generality that we have $\pi(A_1) > \epsilon$ for all $\pi \in \Pi_Q$. By the representation it must be $\Pi_{A_1} = BU(\Pi_Q, A_1)$. At the same time we have $\pi(A_1 \cap A_2) = 0$ for all $\pi \in \Pi_{A_1}$, and by definition of $BU$ this means that we have $\pi(A_1) = \pi(A_1 \cap A_2)$ for all $\pi \in \Pi_Q$. Then $\pi(A_2) \geq \pi(A_1)$, hence $\pi(A_2) > \epsilon$, for all $\pi \in \Pi_Q$. Proceed like this to prove that we must have $\pi(A_i) > \epsilon$ for all $\pi \in \Pi_Q$ for $i = 1, \ldots, n$. But we have already shown that this leads to a contradiction.

We are left with the case in which for $i = 1, \ldots, n$ we have $\pi(A_i) \leq \epsilon$ for some $\pi \in \Pi$. Since $(\Omega \setminus A_{i+1})$ is $\geq_{A_i}$-null for $i = 1, \ldots, (n - 1)$, then we must have that $\text{BU}(\pi, A_i)(A_{i+1}) = 1$ for all $\pi \in \Pi_{A_i}$ for $i = 1, \ldots, (n - 1)$. For the same reason, we must have $\text{BU}(\pi, A_n)(A_1) = 1$ for all $\pi \in \Pi_{A_n}$. This implies that for $i = 1, \ldots, n - 1$ we have that for all $\pi \in \Pi_{A_i}$ we have $\pi(A_{i+1}) \geq \pi(A_i)$, and for all $\pi \in \Pi_{A_n}$ we have $\pi(A_1) \geq \pi(A_n)$. Therefore, $\min_{\pi \in \Pi_{A_i}} \pi(A_{i+1}) \geq \min_{\pi \in \Pi_{A_n}} \pi(A_i)$ for $i = 1, \ldots, n - 1$ and $\min_{\pi \in \Pi_{A_n}} \pi(A_1) \geq \min_{\pi \in \Pi_{A_n}} \pi(A_n)$. Now, notice that since $\Pi_{A_i}$ is the unique element in $\arg \max_{\Pi \in \xi} \text{BU}(\rho, A_i)(\Pi)$ for $i = 1, \ldots, n$, then we must have that for all $i, j = 1, \ldots, n$, $\rho(\Pi_{A_j}) \min_{\pi \in \Pi_{A_i}} \pi(A_i) > \rho(\Pi_{A_i}) \min_{\pi \in \Pi_{A_j}} \pi(A_i)$ if $\Pi_{A_i} \neq \Pi_{A_j}$. This, together with the fact that $\min_{\pi \in \Pi_{A_n}} \pi(A_1) \geq \min_{\pi \in \Pi_{A_n}} \pi(A_i)$ for $i = 1, \ldots, n - 1$ and $\min_{\pi \in \Pi_{A_n}} \pi(A_1) \geq \min_{\pi \in \Pi_{A_n}} \pi(A_n)$, implies that $\rho(\Pi_{A_i}) \geq \rho(\Pi_{A_{i+1}})$ for $i = 1, \ldots, (n - 1)$, where the inequality is strict if $\Pi_{A_i} \neq \Pi_{A_{i+1}}$, and $\rho(\Pi_{A_n}) \geq \rho(\Pi_{A_1})$, where the inequality is strict if $\Pi_{A_1} \neq \Pi_{A_n}$. But then we have $\rho(\Pi_{A_1}) \geq \rho(\Pi_{A_2}) \geq \ldots \rho(\Pi_{A_n}) \geq \rho(\Pi_{A_1})$, and so none of these inequalities can be strict, hence $\Pi_{A_i} = \Pi_{A_n}$ for $i = 1, \ldots, n$. But then, for all $\pi \in \Pi_{A_i}$ we have $\text{BU}(\pi, A_i)(A_{i+1}) = 1$ for $i = 1, \ldots, n - 1$, and $\text{BU}(\pi, A_n)(A_1) = 1$, which means $\pi(A_1 \cap A_i) = 0$ for $i = 1, \ldots, n - 1$, and $\pi(A_n \setminus A_i) = 0$. This means that for all $\pi \in \Pi_{A_i}$ we have $\pi(\cap_{i=1}^n A_i) = \pi(\cup_{i=1}^n A_i)$). But this implies that $\text{BU}(\Pi_{A_1}^n, A_n) = \text{BU}(\Pi_{A_1}^n, A_1)$, hence $\Pi_{A_1} = \Pi_{A_n}$ and $\geq_{A_1} = \geq_{A_n}$, a contradiction.
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